**Literature Review:**

Numerous studies have been conducted utilising diverse machine learning and deep learning methodologies. Researchers used various data mining techniques, including association rules, classification, and clustering, to develop a model for predicting cardiovascular disease. In this section, we have evaluated some of the most important prior work on the prediction of cardiovascular illness utilising ensemble-based machine learning and deep learning techniques.

K. Polaraju et al. [1] utilised Multiple Regression Model and demonstrated that Multiple Linear Regression is suitable for predicting cardiovascular disease chance. The job is carried out with a training data set consisting of consisting of 3000 copies data records with thirteen distinct features.  The data set is separated into two sections: 70% of the data is used for training and 30% for evaluation and testing. It is evident from the findings of the work that the classification is accurate which shows that the Regression algorithm is more precise than others algorithms.

Shiva Kazempour Dehkordi1 & Hedieh Sajedi suggested a method for prediction based on the prescription utilizing the data mining method [2]. They devised a method named Skating to improve the precision of the system. Skating is a group technique, similar to Boosting and Bagging methods. They compared four classification algorithms, including Decision Tree Classifiers, Naïve Bayes (NB), K-Nearest Neighbours and, (KNN) and Skating on a distinct label. They demonstrated that the most precise estimate was the supplied classifier is arduous. This categorization algorithm yielded 73.17 percent accuracy. However, this is a relatively lower score compared to other categorization methods and algorithms. For instance, Jan et al. adopted an ensemble data mining strategy in 2018 utilising two benchmark datasets acquired from the UCI repository (Cleveland and Hungarian) in which the ensemble of five distinct classification algorithms, including RF, neural network, NB, and classification using neural networks was used. Utilizing regression analysis and support vector machines (SVM), [3].They discovered in the study that the algorithm with the poorest performance was regression approaches, but RF supplied an extremely high a precision of 98.136%.

In [4], Venkatalakshmi and Shivsankar devised a diagnostic paradigm for cardiac disease. The model provided was based on Naive Bayes and decision trees. UCI's heart disease dataset served as the basis for the trials. Wake tool was applied to extract valuable characteristics from the dataset. The accuracy of the suggested model was 85.03% for Naive Bayes and 84.03% for decision tree. Maio et al. [5] created a predictive model of hospital mortality for patients with heart failure using an enhanced random survival forest. The tests utilised for the experiment was a public dataset from the MIMIC II clinical database consisting of 8059 patients and 32 characteristics. The proposed system's achieved the accuracy of 82.01%.

A ML model utilising SVM and Naive Bayes was proposed by Laskshmi and Haritha [6]. An online dataset from the Cleveland heart disease dataset was used in this study for the sake of the experiments. The ROC chart was used to validate the suggested model's outcome, and the reported accuracy was 84.87%. For better cardiac disease identification, Javeed et al. [7] presented an intelligent learning system based on a random search algorithm and optimised random forest model. The suggested diagnostic system uses the grid search algorithm for optimization and the random search technique for feature selection. The Cleveland dataset, an online database of heart failure patients, was used in experiments. Only 7 features total were included in the proposed approach to identify heart disease. The newly proposed technique achieved an accuracy of 93.33%.

Different data mining techniques were developed by Boshra Brahmi et al. ways to assess heart disease prediction and diagnosis disease. The primary goal is to assess the various Various categorization methods, including J48, Decision Tree, KNN, SMO and simplistic Bayes. After that, assessing a few performance on tests of precision, sensitivity, and accuracy evaluation and comparison of specificity and gave the average accuracy of 86%. The paper concluded that the decision tree and J48 is the most effective method for predicting heart disease for the chosen dataset [10].

Jyoti Soni et al. utilised Decision Trees with a genetic algorithm in 2011 to increase the performance of categorization, and this was assessed with other two techniques, including Naive Bayes and cluster-based classification algorithms [8]. The proposed approach demonstrated 99.2% accuracy. Similarity, Hend Mansoor et al. examined the performance of Logistic Regression and Random Forest classification algorithms for assessing CVD patient risk exposure [9]. They demonstrated that the LR Model performed better than the Random Forest Classification method. Logistic Regression Model had an accuracy of 89%, whilst RF Model had an accuracy of 88% accuracy. Conventional Logistic Regression model performed in the mentioned studies performed admirably in predicting the potential occurrence of CVD.
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